
excitation map with clear phase transition boundaries (Fig. 1E),
from which a phase diagram could be deduced (Fig. 1F). Closer
examination of the physiological range of conductances (Fig. 1G)
revealed that all four excitability patterns could be induced
whether gL (horizontal dashed line) or gNa (vertical dashed line)
were varied. In contrast, concurrent modulation of both con-
ductances along a diagonal line with positive slope tended to
maintain balance without switching the type of excitability. Thus,
the ratio α = gNa/gL, which is a measure of the balance between
depolarizing and hyperpolarizing mechanisms, provides insight
into the cause of the observed four-way switch in spiking pattern
and the pathogenic consequences of improper conductance bal-
ance in axonopathy.

Replication of AD and Spontaneous Spiking in a Reduced Morris–
Lecar Model. Spike failure at low α values occurred because cur-
rent shunt prevented the membrane from charging to threshold.
We further investigated AD and spontaneous spiking in a single-
compartment Morris–Lecar (ML) model to identify which cellu-
lar properties are necessary and sufficient for each pattern, and to
elucidate how the necessary cellular properties interact to pro-
duce each pattern.

The initial reduced ML model (without gNap) comprised only
two variables to isolate basic mechanisms (Methods). The phase
plane in Fig. 2A shows the fast activation variableV plotted against
the slower recovery variablew. When displaced from its stablefixed
point by a perturbation, the system produced a single spike as it
returned to its stablefixed point. Whenα was increased, that stable
fixed point was destroyed through a saddle-node on invariant circle
(SNIC) bifurcation; in the absence of that stable point, the system
entered a limit cycle and spiked spontaneously (Fig. 2B). By sys-
tematically varyinggNa (Fig. 2C), to changeα, we produced bi-
furcation diagrams that show how the system transitions from
normal to spontaneous spiking. Bifurcation analysis confirmed that
the model transitioned directly from normal spiking to spontane-
ous spiking without any intermediate parameter range associated
with AD ( SI Text provides an investigation of bistability in 2D
ML models; Figs. S1and S2).

To make the ML model more similar to the HH model, we
added a persistent sodium current (gNap). BecausegNap operates on
a longer time scale than the other currents in the 2D ML model,
the resulting model is 3D. This 3D ML model exhibited robust AD
(Fig. 2D) comparable to that observed in the HH model (compare
Fig. 1). Bifurcation analysis identified a parameter range within
which the stablefixed point and the stable limit cycle overlapped
(Fig. 2E), corresponding to the range of parameter values for

which the 3D model exhibited AD (Fig. 2D). The bifurcation di-
agram in Fig. 2F confirmed that even for “control” values ofgNa
and gL, there are intermediate values ofgNap that produce AD.
These results demonstrate thatgNap is necessary for AD but not for
spontaneous spiking in our ML model; furthermore,gNap is not
sufficient to produce AD insofar as AD also depends on the values
of gNa and gL and requires a perturbation (i.e., at least one evo-
ked spike).

We then used phase plane analysis to explore howgNap impacts
spike generation (Fig. 2G). Activation of gNap, which is controlled
by z, can be understood from theV-z phase plane: forgNap values
associated with spontaneous spiking, theV- andz-nullclines do not
intersect at a stablefixed point, which meansz increases without
restriction. In contrast, for gNap values not associated with spon-
taneous spiking, theV- and z-nullclines intersect at a stablefixed
point at which z will stabilize (Fig. 3A). Spike generation triggered
bygNap activation can be understood from theV-w phase plane: for
starting conditions (z = 0), the V- and w-nullclines intersect at
a stablefixed point, but asz increases (which causes gNap to con-
tribute an increasingly large depolarizing current), theV-nullcline
shifts upward, eventually causing thefixed point to lose stability
through a Hopf bifurcation, whereupon the neuron spikes re-
petitively. The generation of individual spikes is best understood
from the V-w plane, but the overall initiation of repetitive spiking
is best understood from theV-z plane; therefore, we focused on
the V-z plane for all subsequent phase plane analysis.

Dynamical Explanation of AD. We next examined the dynamical
basis for AD in the 3D ML model. For parameter values not as-
sociated with spontaneous spiking, theV- and z-nullclines in-
tersect at three points, two of which are labeled on Fig. 3A. A
single spike is produced after a perturbation as the system returns
to its stable fixed point. AD results when the system does not
return to its stable fixed point after a perturbation, as explained
below. If gNa is increased (Fig. 3B, Left) or gL is decreased
(Fig. 3C, Left), the evoked spike is followed by AD unless the
change ingNa or gL is balanced by a compensatory change ingL or
gNa, respectively (Fig. 3B and C, Right). Consistent with Fig. 2F,
AD can also occur ifgNap itself is increased (Fig. 3D). In all cases
of AD, the V-z trajectory looks like the sample response shown
in the phase plane in Fig. 3D (see alsoFig. S3). Unlike in Fig.
3A, where the trajectory comes back around to intersect theV-
nullcline below the saddle point (arrowhead) and then continues
to the stable node, in Fig. 3D the trajectory comes back above the
saddle point and then enters a stable limit cycle. This is a direct
consequence of bistability, in which the system may converge on
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Fig. 1. HH model exhibits a four-way switch in spiking
pattern when conductances in its demyelinated region are
varied. Four distinct excitation states were obtained by
varying the relative amount of gL. (A) Demyelinated region
that fails to conduct an action potential owing to high gL.
(B) Same demyelinated region that initially failed to con-
duct a single invading spike successfully propagated a spike
when gL was lowered. (C) Further reduction in gL produced
AD (in response to a stimulus that evoked an initial action
potential) and (D) spontaneous activity (not requiring an
external stimulus). (E) Phase diagrams determined by the
α = gNa/gL ratio. Color of each point (gNa, gL) in the phase
diagram indicates the state of excitability of the demyeli-
nated axon: Fail (red), single-spike (green), AD (blue), and
spontaneous (black). (F) Excitability diagram with color-
coded areas derived from corresponding points in E and α
ratios of 1, 10, and 100 marked (dashed lines). (G) Expanded
region of biological interest on excitability map. Vertical
and horizontal dashed lines show how all four excitation
phases are crossed whether gL or gNa is modified. Dashed
line with slope m = 1 shows stability in spike generation
when gL and gNa covary.
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to its second attractor. Thisfinding predicts that multiple per-
turbations could cause cumulative activation ofgNap (i.e., cumu-
lative increases inz) sufficient to provoke AD. This prediction was
tested first by applying multiple perturbations to an ML model
that, in principle, should be able to produce AD if gNap were
sufficiently activated. Phase plane and bifurcation analyses dem-
onstrated that AD was triggered by theV-z trajectory crossing
over the saddle point into the basin of attraction for the stable
limit cycle for a train of three stimuli at 10-ms intervals or a train
of six stimuli at 30-ms intervals (Fig. 6A).

We next tested the effects of repeated stimulation on reduced HH
models, specifically to contrast gNap-independent and -dependent
AD. Because the positive feedback responsible for the former is fast,
we predicted that AD would not be triggered by slow repeated
perturbations because the effects of each perturbation would be
“forgotten” by the time thenext perturbation occurred (given the fast
intrinsic kinetics). As predicted, in the model exhibitinggNap-in-
dependent AD (Fig. 6B, Left), AD could be elicited by a single pulse
but could not be elicited, even by repetitive stimulation, whengNa was
slightly reduced (top and middle traces). In contrast, for the model
exhibiting gNap-dependent AD (Fig. 6B, Right), stimulation with as
few as three pulses elicited AD (middle trace) forgNa values where
a single pulse could not (top trace). In the latter model, a single pulse
still failed to elicit AD even after a sizeable increase in gNa (Fig. 6B,
Right, bottom trace), implicating the relative importance ofslow
cumulative activation ofgNap.

On the basis of results in Fig. 5 indicating that AD in the full HH
model is gNap dependent, we predicted that repeated stimulation
would facilitate the triggering of AD in the full HH model. To test
this, we stimulated the axon at a value ofα for which the demye-
linated region only responded to a single stimulus with a single
spike. Two sequential pulses at 10-ms intervals evoked two spikes
in the demyelinated region. But with three stimulus spikes (also

10-ms intervals) the demyelinated region responded with AD
(Fig. 6C, Left). Further testing the relationship between spike
number and frequency, as in the ML model, we challenged the
axon with three spikes and six spikes at 30-ms intervals. At this rate,
as few as six stimuli were required to produce cumulative activa-
tion of gNap sufficient to produce AD in the demyelinated region
(Fig. 6C, Right). These results matched the predictions of the ML
model and support the hypothesis that cumulative activation of
gNap (blue lines in Fig. 6C) underlies the“wind up” to AD.

Discussion
We have demonstrated in a computational model of a demyeli-
nated axon that varying the ratioα = gNa/gL can cause transitions
between distinct axonal spiking patterns (failure, single-spike, AD,
and spontaneous), thereby functioning as a four-way switch of in-
trinsic excitability. Such a rapid and dynamic switching mechanism
provides a parsimonious yet robust explanation for the full range of
symptoms associated with demyelination disorders, from negative
symptoms to paroxysmal and tonic positive symptoms (10, 18–20).

The α ratio governs spike initiation by linking critical passive
(gL) and active (gNa) membrane conductance components. Be-
cause of its instantaneous kinetics,gL continuously influences spike
threshold and, therefore, is more important than the delayed
rectifier gK for spike initiation (SI Text). Regulating gL could
control axon excitability (synergistically withgNa) in the course of
demyelination and its sequalae (21, 22). Although AD and bist-
ability have been described in more complex systems (23, 24), and
other factors including impedance mismatch (itself related to local
input resistance) contribute to excitability in a spatially extended
model (25), our model demonstrates the sufficiency ofgNa/gL (in
the presence ofgNap) to explain four excitability states that may
underlie the positive and negative symptoms of demyelination.
Furthermore, given that qualitative excitability changes can result
from small changes inα, the intermittence of symptoms may reflect
operation of the axon near one of its critical transition boundaries.

We investigated the mechanisms underlying AD and spontane-
ous activity in a reduced model amenable to dynamical systems
analysis. Our 2D ML model exhibited spontaneous spiking whenα

Fig. 4. Bifurcation analysis in a spatially reduced HH model. (A) Systemati-
cally varying gNa in our reduced HH model without gNap revealed a narrow
region of bistability similar to that seen in the ML model in Fig. S1. Simu-
lations confirmed that a short pulse (50 μA/cm2) could trigger AD with model
parameters within the range associated with bistability. (B) Adding gNap to
the model in A broadened the range of gNa over which bistability occurs.
Bistability in A depends on positive feedback activation of INa outrunning
the negative feedback mediated by IK; accordingly, gNap-independent AD
was prevented by speeding up the rate of activation of IK by dividing � n by
a factor � n (C, Left ). Adding gNap to this monostable model resulted in
bistability (Right ), thus confirming that gnap is sufficient to allow AD given
the appropriate gNa/gL ratio.
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Fig. 5. Afterdischarge in the full HH model requires gNap. (A) Without
changing any other parameters, removing gNap from a full HH model that
exhibited AD changed that model’s response to a single spike pattern. (B) In
the absence of gNap, systematically increasing α caused excitability to change
directly from single spike to spontaneous, without any parameter range
associated with AD. (C) Influence of gNap on the boundaries of α. AD phase
disappears with elimination of gNap from the demyelinated zone.
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normal spiking, failed conduction, AD, and spontaneous activity.
Transitions in axonal excitability caused by varyingα indicate that
a single mechanism controlling the balance ofgNa and gL is suffi-
cient to explain the diverse set of symptoms associated with de-
myelination. We propose that selectively modulating members of
the KCNK family of leak channels, hitherto unexplored, could
alleviate symptoms of MS. Members of this family are also mod-
ulated by oxygen tension, pH, mechanical stretch, and G proteins,
which suggest additional therapeutic avenues.

Methods
HH Model. A compartmental model of a fast-spiking myelinated axon was
created using the NEURON Simulator (http://www.neuron.yale.edu/neuron)
(38). Although the ultrastructure of a myelinated axon is quite complex (39),
we used a geometrically simplified model to first understand the behaviors in
a model with reduced complexity. Saltatory conduction initiated by a single
square pulse in the soma was reliably transmitted through the length of the
axon, with no attenuation or changes in spike waveform (until the terminal
few nodes where the spike increased in amplitude owing to boundary con-
dition wave reflection; Fig. 7A). The axon was partially demyelinated by
extending the length of a middle node from 1 to 2,000 μm—equivalent to the
removal of 10 oligodendrocytes at the center of the axon where the current
dynamics are unaffected by boundary conditions (Fig. 7B). SI Text provides
additional model details.

HH-style voltage-gated Kv3.1 (40–42), Nav1.6, Nap (43, 44), and channels
were located in the node compartments only. Leak conductance (gL) was
located in all regions except myelinated segments. Corresponding passive
and active membrane properties, channel densities, and ion concentrations
are listed in Table S1. Estimates for the sodium and potassium channel
densities at nodes of Ranvier are ≈1,000 channels/μm2 (18), but estimates for
gL channel densities at nodes were not available, so we varied channel
densities to explore a wide range of combinations.
Simulations.An action potential was evoked by injecting a square current
pulse (10 pA, 0.5 ms) into the soma. All simulations were conducted in
NEURON using a 10-μs time step.
Rate equations for ion channels.The equations that describe the ion channels
used in all of the simulations presented in this article were based on those

used in previous studies. The equations for the mammalian voltage-gated Na
channels were derived from the ModelDB database (http://senselab.med.
yale.edu/modeldb) for ref. 44, and the equations for the mammalian fast
voltage-gated potassium channel are from ref. 42.

Nav1.6:

INa ¼ gNam3hðVm − ENaÞ [1]

α m ¼
1:76ðVm þ 21:4Þ

f 1− e½− ðVmþ 21:4Þ=10:3�g
[2]

βm ¼
0:13½− ðVm þ 18:7Þ�
f 1− e½ðVmþ 18:7Þ=9:16�g

[3]

α h ¼
0:062½− ðVm þ 114Þ�

f 1− e½ðVmþ 114Þ=11�g
[4]

β h ¼
1:7

f 1 þ e½− ðVmþ 31:8Þ=13:4�g
[5]

Persistent Na:

INap ¼ gNap p3ðVm − ENaÞ [6]

α p ¼
0:01ðVm þ 27Þ

f 1− e½− ðVmþ 27Þ=10:2�g
[7]

β p ¼
0:00025½− ðVm þ 34Þ�

f 1− e½ðVmþ 34Þ=10�g
[8]

Kv3.1:

IK ¼ gKn3ð1− γ þ γ pÞðVm − EKÞ [9]

α n ¼ 0:2120eð0:04VÞ [10]

β n ¼ 0:1974eð0VÞ [11]

α p ¼ 0:00713eð− 0:1942VÞ [12]

β p ¼ 0:0935eð0:0058VÞ [13]

γ ¼ 0:1 [14]

Leak:

IL ¼ g LðVm − ELÞ [15]

Modi� ed ML Model. The phase-plane model is based on the ML model (45, 46)
and has been described in detail previously (47). The single-compartment,
conductance-based model was governed by

C dV=dt ¼ − gL ðV − EL Þ−�gNam∞ðVÞðV − ENaÞ

−�gK wðV − EΚÞ−�gNap zðV − ENaÞ
[16]

dw=dt ¼ Φw
w∞ðVÞ− w

τwðVÞ
[17]
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Fig. 7. The axon model. (A) Normal myelinated model with soma, axon
hillock (hill), initial segment (iseg), and 80 myelin–node of Ranvier pairs.
Brief current injection in the soma initiated an action potential that prop-
agated down the axon. Terminal node (brown) and various other nodes
(black) are shown. (B) Model with demyelinated region inserted at center of
model by extending the length of node 40–2,000 μm (blue). The value of gNa,
gNap or gK was varied only in the demyelinated (blue).
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